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Abstract

Background: P300 Speller systems conventionally are
using an oddball pattern which results in P300
component. By using the P300 component, mentally
disabled can spell different characters.One of the most
disadvantages of ERP-based BCI systems, especially P300
spellers, is the need for a large amount of training data
which is time-consuming and exhausting for users.

New method: The goals are to evaluate the possibility of
Transfer Learning (TL) implementation using the fine-
tuning technique on convolutional neural networks (CNN)
by two different approaches: 1) Cross-Subject, and 2)
Cross-Paradigm. In cross-subject, data of individual
paradigm cross different subjects and in cross-paradigm,
data of individual subject cross different paradigms were
applied.

Results: The final results illustrate that the amount of
network training data is reduced up to 75 percent.
Furthermore, the average of character detection accuracy
using CNN is increased 11.76%, 13.95% and 13.51% in
cross-subject TL in comparison to LDA classifier for single,
dual and triple paradigms respectively. Also, such
accuracy is increased by 6.76%, 10.95% in cross-paradigm
TL in comparison to LDA classifier for dual and triple
paradigms respectively.

Comparison with existing methods: Cross-subject and the
novel cross-paradigm suggested in this study reduce the
amount of needed training data in comparison to existing
subject-dependent methods. In addition, the performance
overall was improved against LDA in TL condition.

Conclusions: Overall in cross-subject and cross-paradigm
TL approach using CNN, character detection accuracy was
improved in comparison to LDA and the amount of
training data was decreased significantly.

Keywords: Convolutional Neural Network (CNN); Brain-
Computer Interface (BCI); Event-Related potential; P300
speller; RSVP (Rapid Serial Visual Presentation).

Introduction
The Brain-Computer Interface (BCI) is a direct

communication channel between the human brain and the
external device. These systems allow people to communicate
with the outside world without any movement and only
through measuring brain activities [1-3]. BCIs may be the only
possible way for people with disabilities, especially those
suffering from spinal cord injury [3,4]. In recent years, BCIs
have also been significantly developed for healthy people in
areas such as the environment [5], lie detection [6] and
computer games [7]. For each BCI system, two main tasks are
defined: 1) first, it must detect the purpose of the subject from
brain signals; 2) it must translate the detected target to the
executable commands for the output of a device [8]. Among
non-invasive methods for recording brain activity,
Electroencephalography (EEG) is attractive for many
researchers in the field of BCI, due to the available capacity of
recording, cheapness and, most importantly, the brilliant
temporal [9,10].

As mentioned, one of the crucial parts in each BCI system is
the proper detection of the subject’s purpose from the brain
signals. Therefore, according to different paradigms of neural
systems, BCI systems can be categorized to various groups,
such as systems based on SSVEP [11], ERP [12] and Motor
Imagery [13]. In this paper, we focus on BCI systems based on
EPR. In such systems, detection of subject’s purpose turns to
an EEG signal classification problem using algorithms and
techniques of pattern recognition. Among the traditional
methods used for classification of the EEG signal, we can
mention SVM [14], LDA [15], and Hidden Markov Model [16].
Unfortunately, manual extraction and selection of features and
the use of traditional methods have been accompanied by
problems. For example, since the EEG signals have cross-
subject variations (sometimes severe), then methods that lead
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to good results for a subject may not perform well for other
subjects, and this is one of the limitations of traditional
algorithms and manual feature extraction [10].

In recent years, deep neural networks, especially
convolutional neural networks, have been considerably used,
and have shown high performance in the field of pattern
recognition such as image recognition [17] and Natural
Language Processing (NLP) [18]. Convolutional neural
networks (CNNs), can automatically learn and extract features
from raw data, these networks, in addition to the knowledge
we have from the data, can give us unknown information
about the data. The advantage of automatic learning has made
the results of deep CNNs much better than traditional
methods.

The use of neural networks for the first time in order to
detect the readiness potential shows that they can also be
used to classify EEG signals. Therefore, in recent years,
researchers have been very interested in designing such
networks to use in BCI, because CNNs are capable of improving
identification and classification of EEG signals significantly and
overcome the difficulties of traditional machine learning
methods [19-23].

There is evidence which proves that deep learning can be
very successful in EEG signal processing: 1) convolutional
neural networks provide the ability to detect spatial
relationships within data, 2) filtering and classification in
neural networks can be combined together to create a
discriminatory structure; and 3) improvement in the
architecture of the recurrent neural networks (RNN) and the
appearance of the LSTM model have provided the ability to
detect temporal relationships of the data [24]. One of the
significant advantages of convolutional neural networks is the
automatic feature extraction that is performed without the
need for specific knowledge about data. In other words,
features extraction is a part of the learning process and is not
necessary to classify the extracted features like the traditional
classifier.

Despite the dramatic development of neural networks and
their general application in various fields, the main
disadvantage of using these networks is that they require a
large amount of training data to train the network
appropriately. This problem has been doubled in the
processing of EEG signals. Because providing a large amount of
the EEG data requires several recording sessions, which is a
time consuming and tedious task for the subject. On the other
hand, the nature of BCI systems is generally dependent on the
subject, in other words, each system must be trained using the
data of specific subject and can be tested for the same subject.
To overcome the mentioned problems, many transfer learning
(TL) algorithms, especially in EEG-based BCI systems, have
been proposed [25-27]. Our aim in this study is to use CNNs
with fine-tuning technique in order to implement transfer
learning. Therefore in this paper everywhere we mention TL
implementation means the use of CNN with fine-tuning
technique. The TL implementation used in the current study is
in two scenarios: (1) a cross-subject method that has been
applied a lot so far. In this case, the various subject’s data are

used to train the network. Therefore, the required training
data for each target subject is significantly reduced, and each
subject’s network can be trainable with much less training
data. 2) The second method of TL, introduced here for the first
time, is called cross-paradigm. In this scenario, data according
to three different protocols, all of which are P300-based, are
available. Two protocol data are used for training the network,
and the third protocol is used as test. In the end, the results
are compared with LDA as a traditional classifier.

In the first part of the article, the introduction was
presented. Further, in section 2, we will review the literature
and previous related work and explore several deep learning
networks used to classify the EEG signal. In section 3, we will
become more familiar with p300 component, the speller
systems, and the RSVP paradigm. In section 4, the architecture
of the convolutional neural network in the fine-tuning mode
for transfer learning purpose is reviewed. In section 5, the
results of classification with cross-subject and cross-paradigm
transfer learning scenarios have been reported using
convolutional neural networks and LDA. Finally, section 6 ends
with the conclusion.

Related works
CNN architecture is designed to perform well for image

classification tasks (two dimensional). The use of convolutional
neural networks requires a specific structure and format of the
input in order to process the EEG signal. Cecotti [28]
introduced a structure which EEG signal samples are arranged
in a matrix form (N × C) and fed as input to the network for the
first time. In the mentioned matrix ’ s structure, N is the
number of time samples, and C represents the number of
electrode channels used for EEG signal recording. This
architecture has three main layers: 1) The first layer acts as a
spatial filter and learns to select more important channels
(channel selection operation); 2) The next layer plays the role
of the temporal filter. It selects the prominent temporal
features (feature selection function), and 3) Fully-connected
layer identifies the connection between the selected features
and corresponding classes of each sample. This architecture
has been tested on the BCI competition III dataset, and the
average accuracy of its character detection for two subjects
has been reported about 94.5%.

Also, Manor [29] implemented a CNN for classification of a
single trial EEG, where the network's input was in the form of a
matrix (N × C). This network has become more complex and
deeper than the Cecotti architecture, in addition to increasing
the number of layers; the numbers of neurons in convolutional
and fully-connected layers are also increased. In such a
complex network, pooling techniques in convolutional layers,
Dropout in the fully-connected layers and Batch normalization
layer have been used in order to reduce over fitting and
increase accuracy. The data used in this network is derived
from a P300-based RSVP paradigm with Image Search
application.

Liu used the CNN architecture in order to detect and classify
the P300 component [30]. The architecture of this network is

Journal of Neurology and Neuroscience

ISSN 2171-6625 Vol.11 No.5:329

2020

2 This article is available from: https://www.jneuro.com/

https://www.jneuro.com/


very similar to the Cecotti architecture; that has a layer as a
spatial filter; one filter as a temporal filter and two fully-
connected layers. Batch normalization and Dropout have been
used in order to prevent over fitting. BCI competition III
dataset II is used as data.

In work had been done in [10], the neural network
architecture was also used to classify the EEG signal and detect
the P300 component. The proposed network is called the One
Convolutional Layer Neural Network (OCLNN). They showed
that with just one Convolutional layer, they could accurately
detect the P300 and the character on three datasets, which
are all the P300-based speller systems. They claim that the
accuracy of the character detection using their network has
been increased by around 19.35% in comparison to the others.

In article [24], the combination of CNN and RNN
architectures (such as LSTM) has been used to classify the
P300 component. In this study, Deep Learning Networks have
also been used to implement cross-subject transfer learning
scenario using the fine-tuning technique in CNN and in
comparison to commonly used methods such as LDA, results
have been significantly improved. The dataset used in this
network is derived from a RSVP paradigm using the P300
speller.

Ori Tal has applied CNN [31], RNN and their combinations
onthe data obtained from [15] (data corresponding to RSVP
paradigm based on P300 speller) and in comparison to the
results with LDA classifier, CNN leads to higher accuracy. Also,
applying various Deep network architectures, have shown that
combining CNN and LSTM with the implementation of the
transfer learning scenarios improved the results compared to
the LDA.

In most of the mentioned articles, like our paper, the data
was derived from RSVP-based paradigms.

Background

P300 Speller:
Event-Related Potentials (ERP) are the brain's response to

external stimuli [32]. Among the ERP components, p300 is
known as the most prominent component of ERP [33,34]. Its
amplitude and latency characteristics characterize the P300
component [35]. This component appears with a positive
deviation at latency of about 300-500ms after the onset of
target stimulation, and this component is detectable using
EEG. The P300 component is appeared in an oddball paradigm
and is more clearly visible in the electrodes Cz, Pz, and Fz with
a stronger amplitude [36,37]. There had been introduced
several ERP-based BCI systems which P300 speller is one of the
most popular ones.

Farwell and Donchin introduced the p300 speller first time,
known as Matrix Speller [38]. In their protocol, they have 36
characters in a 6 × 6 matrix. Each row and column is intensified
randomly, and the user is asked to focus on the character
which he wants to spell. When the row and column containing
the target character is intensified, the P300 component is

appeared and using the recognition of the P300 component,
one can specify the row and column that the user has focused
on and according to this recognition, target character is
detected. Even though the Matrix Speller was the first speller
system and was highly usable after, researchers have shown
that selecting the target character in this system depends on
the focus and the gaze of the subject. According to this fact,
this system is not suitable for patients with eye movement
problems (oculomotor control) [15]. Several solutions have
been proposed to solve the mentioned problem. One of them
is changing the display paradigm. One of the paradigms that
have been widely preferred rather than Matrix Speller is called
RSVP.

RSVP:
Unlike the Matrix Speller, in RSVP paradigms the stimuli

appear one by one in the middle of the screen randomly. The
selection of the target character in this paradigm is not gaze-
dependent [9,15,37,39,40]. Although the proposed RSVP
model could overcome the Gaze dependency in a matrix
speller well, displaying characters one by one results in
increasing the experiment period and sharp decreasing in
information transmission rate (ITR). Let us call the First RSVP
paradigm, which is introduced in [39], single RSVP paradigm.
The multi RSVP patterns were introduced [41-44] to overcome
Single RSVP problem. In this study, we used the dataset of two
new paradigms called Dual and Triple RSVP as recording
paradigm in addition to single RSVP paradigm, and the results
were compared with the single RSVP paradigm. In the Dual
RSVP pattern, there are two characters at a time slot, and in
triple RSVP there are three characters appear together in the
middle of the screen, at the same time. In fact, in the Dual and
Triple RSVP pattern, two and three character strings are shown
simultaneously, with the difference that the second and third
strings are arranged with a specific delay of the first string. For
each of the stimuli shown in the Dual RSVP pattern, the
subject should look at the left side (left character), and when
he sees the target, he should focus to the right side to find
target character on the right-side strings. Finally, the subject
turns his look back on the left side character, and the process
continues to show all the stimuli. Similar to this paradigm, the
Triple RSVP pattern is implemented (see [44] for further
details).

EEG Dataset:
In this article, the dataset of the three protocols containing:

Single, Dual, and Triple RSVP paradigm has been used. For
each of these protocols, the signals were recorded from three
participants. All subjects voluntarily took part in these
experiments, and data was recorded in The National Brain
Mapping Lab (NBML). We present a short description of the
three datasets in the following.

Each of the three protocols was tested for spelling 45
different characters. These 45 characters are spelled in 15
distinct runs. In each run, three characters are spelled and
between the two characters a few seconds and between two
runs few minutes are devoted to subject as relaxation time.
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In the Single RSVP protocol, 26 letters of the English
alphabet are used as stimuli, and displaying these 26 stimuli
repeats ten times for spelling each character. Therefore, in
Single RSVP protocol, for each character, 260 stimuli are
displayed, among which ten stimuli are target, and the rest are
non-target. In this case, the duration of each stimulus is
187.5ms.

In the Dual RSVP protocol, 29 characters containing 26
letters of the English alphabet and three punctuation marks
(.?!) have been used as stimulus. Twenty-nine stimuli are
displayed with five repetitions. Out of 145 stimuli, ten stimuli
are targets, and the rest are non-target, and each stimulus
period is 250ms.

In the Triple RSVP protocol, 35 characters consist of 26
English alphanumeric characters and nine numbers (from 1 to
9). For spelling each character, these 35 stimuli are displayed
three times. Therefore, out of 105 stimulates, nine stimuli are
target, and the rest are non-target. The time to display any
stimulus in this protocol is 250ms. The specifications of these
three protocols are presented in Table 1.

Table 1: Specification of different paradigms.

Paradig
m

Number of
all spelled
letter

Number of
all stimuli

Number of
P300

Number of
all non-
P300

Single
RSVP 45 45×260 45×10 45×250

Dual
RSVP 45 45×145 45×10 45×135

Triple
RSVP 45 45×105 45×9 45×96

Methods
In this paper, CNN structure was used for classification. In

Section 4.1, Input structure of the network is described.
Section 4.2 presents the overall structure according to
different scenarios and implementing the convolutional neural
networks with the approach of transfer learning. In section3,
application of CNNs in the field of character detection is
investigated.

Data Preparation for CNN:
Input data is a matrix with the size of C × N. N is the number

of temporal samples, and C is the number of EEG recording
channels. Also, N=T_s × F_s, where T_s and F_s are the time
interval from 0 to 1 second after stimulus onset and sampling
frequency, respectively. The overall structure of the network,
in which the input size is specified, is shown in Figure 1.

Input tensor is filtered with a band pass filter with passing
frequencies 0.2 to 40 Hz, in order to eliminate the high-
frequency noise. Then the signals of each electrode changed
to zero-mean and unit variance during the normalization
process.

Figure 1: Illustration of CNN for P300 detection.

Network training:
Since the general structure of the network, especially the

convolutional neural networks, is susceptible, several cases
have been tested to achieve an optimal structure. For this
purpose, the overall structure of the network is presented
parametrically, and in the results section, the numerical values
of these parameters will be mentioned. Each layer has some
kernel (filter). Size of first layer filters according to the number
of EEG channels and the second layer kernels size also, if any,
determine the number of down-sample rate of the input
signal.

In order to train the network, the cost function for our
proposed network is considered as binary cross-entropy. This
function uses the Adam optimizer (with learning rate equal to
0.001) to solve the optimization problem. Batch size and
training epochsare set to 128 and 10, respectively. Weights
and biases of all neurons of the convolutional layer are
regularized using L2-Regularizer.

In this paper, in order to detect the P300 component, CNN
has been trained and evaluated with the TL approach in two
general modes: cross-subject and cross-paradigm. In the cross-
subject scenario, we trained the network on two subjects in a
particular protocol and evaluated network with the data of the
third subject in the same protocol. In the cross-paradigm
scenario, we considered data from two protocols of a specific
subject as training data and then evaluate the network with
the data from the third protocol of the same subject. Details of
network training in each of these scenarios are mentioned
below.

Cross-subject:
Training of the network with the approach of transfer

learning is done in two steps. First, we train the network with
data from two subjects of a specific paradigm. Then, in the
second step of the training, the convolutional layer weights
(initial layers) are frozen, but we keep all weights of the fully-
connected layer trainable. After the division of Third subject's
data into k parts, we train the weights of the fully-connected
layer of the previous network using one of these k parts in the
same protocol and evaluate it on the k-1 sections (fine-tuning
technique) and this process will continue as long as all k parts
are used once as training data. Thus, it can be claimed that the
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amount of training data for the third subject was reduced
dramatically, and in some way, the training of the network was
transferred to the data of the third subject (TL approach).

Cross-paradigm
Similar to the previous section, network training is done in

two steps, with the difference that in the first step, data from
the two protocols of a specific subject was used for training,
the second step of training is done on one part of k sections
related to the same subject in the third protocol. Finally, we
evaluate the network similar to the previous section (4.3.1). In
the structure of network presented in the previous section, the
goal is to transfer learning between the data of different
subjects from a common protocol (cross-subject Transfer
Learning), but in this case it is desirable to transfer training of
the network to data from different protocol in a specific
subject (cross-paradigm Transfer Learning). The main goal of
the present paper is the implementation of the TL approach in
the cross-paradigm scenario.

Results
First, we will describe the experimental setup, then in

Section 5.2, the details of the implementation of the cross-
subject transfer learning approach will be described, and the
results of two classifiers; CNN and LDA will be compared. In
Section 5.3, the details of the cross-Paradigm transfer learning
approach will be expressed, and the results will be compared
for the two classifiers. Finally, we analyze the network and
report the results (Section 5.4).

Experimental setup:
Here we use CNNs inspired from the structure provided by

Cecotti [28]. Two relatively similar architectures are used for
both the cross-subject and the cross-paradigm transfer
learning scenarios. The first network architecture has a
convolutional layer as a spatial filter, another convolutional
layer is used as a temporal filter, and the two fully-connected
layers are used to generate outputs and labels for each input
sample. The number of electrode channels used is 32, and the
sampling frequency is 512 Hz. Also, the period from stimulus
onsettill 1000ms after that is considered as an epoch.
Therefore, each epoch has N = 1s × 512 = 512 temporal
samples, which subsamples to 25 temporal samples. Therefore
each input sample is given to the CNN in the form of a 32 × 25
matrix. The second network architecture is like the first one,
with the exception that the second convolutional layer
temporal filter is not included. The characteristics of the layers
used in these networks are given in Table 2.

To train and implement LDA classifier, in the same way,
applied to CNN, we first arrange the samples into a 32 × 25
matrix form, then we vectorize the feature matrix, which
results in800features. Finally, by performing PCA and selecting
the features that maintain 99% of the variance, the features
are reduced.

The neural network and the LDA classifier used in this paper
are trained and tested separately for the various modes
described below. Character detection accuracy is derived from
equation:

where Ntrue_predict, the number of characters that are
correctly detected and Nall represents the total number of
characters. Also, the reported accuracies in Single, Dual, and
Triple RSVP paradigms was calculated over ten, five, and three
repetitions, respectively.

Table 2: CNN architecture specification.

Layer Operation
Kernel
Size

Feature maps/
neuron

Activation
function

1 Convolution (32,1) 10 ReLu

2 Convolution (1,5) 15 ReLu

3
Fully-
connected - 20 ReLu

4
Fully-
connected - 1 Sigmoid

Cross-subject Transfer learning: 
As stated previously, in this article, the dataset is related to

three paradigms, and each one is available for three subjects.
To implement the transfer learning approach in the cross-
subject mode for each paradigm, the data of 2 other subjects
(out of three existing subjects) with 20 percent of the third
subject’s data are considered as the train and after training,
we use remaining amount of third subject’s data as test(it
means that data is divided to 5 parts). For each subject in each
protocol, we repeat this operation five times, so that each part
of the data is used once as train data. Finally, the average of 5
accuracies obtained from these 5 test parts is reported as the
final character recognition accuracy for each subject.

It is worth noting that train and test phase of the LDA
algorithm is similar to the one aforementioned for CNN. In this
case, there is no specific operation to be referred to as transfer
learning, and only a standard classification procedure is
performed, with this difference, rather than classifying with
only one subject’s data the data from other subjects is also
used. The main purpose of using the LDA classifier is to better
comparison with the results of CNN. The results of the
implementation of transfer learning approach using CNN with
the fine-tuning technique are presented in Table 3 the
classification results using LDA are presented in Table 4.

Cross-paradigm Transfer learning:
We have a dataset of three different protocols, all of which

are oddball patterns for triggering to excite the P300 based on
RSVP Paradigm, with some minor differences. This idea came
to our minds to examine the transfer learning algorithm on
different protocols (cross paradigm). There are also three
subjects from each data protocol here. For each subject, the
data for the two protocols and 20% of the third protocol are
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considered as the train data, and the remaining 80% are used
as the test.

Table 3: Cross-subject transfer learning using CNN (fine-
tuning).

Paradigm Subject 1 Subject 2 Subject 3 Mean

Single 0.93 0.93 0.91 0.92

Dual 1 0.95 1 0.98

Triple 0.75 0.88 0.88 0.84

Table 4: Cross-subject transfer learning using LDA.

Paradigm Subject 1 Subject 2 Subject 3 Mean

Single 0.84 0.88 0.84 0.85

Dual 0.88 0.77 0.93 0.86

Triple 0.71 0.68 0.84 0.74

However, in CNN, the model will first be trained with two
protocol data, then we use the fine-tuning model, similar to
that in Section 5.3. The initial layers are frozen, and the fully-
connected layers are trainable and train the fully-connected
layer weights of the network, with 20% of the third protocol
data. The results of LDA and CNN have been reported in Table
5 and Table 6, respectively.

Table 5: Cross-paradigm transfer learning using CNN.

Test Paradigm Subject 1 Subject 2 Subject 3 Mean

Single 0.92 0.95 0.86 0.91

Dual 1 0.97 1 0.99

Triple 0.75 0.86 0.88 0.83

Table 6: Cross- paradigmtransfer learning using LDA.

Test Paradigm Subject 1 Subject 2 Subject 3 Mean

Single 0.97 0.88 0.88 0.91

Dual 0.93 0.93 0.95 0.93

Triple 0.68 0.73 0.84 0.75

In addition to the above results, another case has been
investigated to use only one protocol data as a train, and for
one target protocol same as before, the target subject data is
divided to 20% for train and 80% for test. In this case, the
results of the CNN classifier are shown in Table 7.

Network Analysis:
The use of CNN with the architecture provided by Cecotti

[28] and similar works have a definite step for classification of
the EEG signal, which is using a convolutional layer as a spatial
filter. The network used in this paper is similar to the previous
related work, on the first hidden layer has a convolutional
layer with a C × 1 kernel size, where C = 32 and shows the

number of electrode channels. This convolutional layer carries
a spatial filter and performs some automatic channel
selection. Once a kernel (32 × 1) is convolved with inputs  in
size of 32 × 25, each output sample resulted as a linear
combination of different channels. This operation will occur in
the learning process in such a way that electrodes that contain
more information and have a higher discrimination ability will
get higher weight and the other electrodes get a lower weight
(near 0). Perhaps the most critical layer in such networks is the
first layer (the spatial filter) which optimally combines
channels. This is an important feature extraction process that
can further simplify the classification with less error. Similarly,
H.Shan [10] implemented a network in which the role of the
first convolution layer was to subsample and transform the
signal in the temporal dimension as well as spatial filtering.

Table 7: Cross- paradigm transfer learning using CNN only with
one paradigm dataset for training.

Test
paradigm

Train
paradigm

Subjec
t 1

Subjec
t 2

Subjec
t 3

Me
an

Single Dual 0.91 0.91 0.93
0.9
1

Single Triple 0.67 0.81 0.75
0.7
4

Dual Single 0.91 0.88 0.61 0.8

Dual Triple 0.95 0.95 1
0.9
6

Triple Single 0.53 0.64 0.4
0.5
2

Triple Dual 0.73 0.86 0.88
0.8
2

In the following, topologies obtained from the feature maps
of the first layer of the trained network on the dataset of the
triple protocol of subject A are shown in Figure 1. In these
topographies, the dark areas correspond to larger weights, and
the light regions correspond to smaller ones. The darker
regions represent the position of the electrodes that are more
discriminable ability and probably have a stronger p300
component because here the significant distinction is related
to the presence and absence of p300 in the samples. On the
contrary, lighter areas exhibit less important electrodes
positions.

In Figure, the Grand averages of ERPs corresponding to the
Triple RSVP protocol for the subject A are plotted. The blue
curve is the mean of samples with ERP response to non-target
stimuli, and the red curve is the result of the samples obtained
from the ERP response to the target stimuli. The brain
topography of the Cz electrode has also been drawn at
different times, and it is clear that about 400-600ms, P300
component is excited and the topography of the brain at this
time in the middle of the head is the most active.

As we know, the P300 component occurs in the cognitive
cortex, and we expect electrodes located in this area to be
more active. This activity is seen in the brain topographies
(Figure 2).
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Figure 2: spatial filters obtained with CNN.

Also, the weights obtained from the first convolutional layer
show the ability of the network to identify the position of the
optimal electrodes, which in the topologies 5, 7 and 8 of the
cognitive region electrodes weighs more (Figure 3). Although
all of the feature maps have not met our expectation in
detecting optimal electrodes, the final classification results
indicate that this layer has been very efficient, especially when
only one convolutional layer is used and this single layer has
been able to create distinctive features for the classifier’s layer.

Figure 3: ERP component target and non-target plots for
Triple RSVP. In the plot, the red and blue curves correspond
to target and non-target P300 component detection,
respectively. Scalp topography target and non-target
distributions are also presented below each P300 detection
plot, using the same color-coding.

Discussion
In this paper, CNN has been used to detect P300 on a

dataset derived from three P300-based speller paradigms
(Single, Dual, and Triple RSVP). The use of CNNswith fine-

tuning technique in the TL approach has been done with two
scenarios of cross-subject and cross-paradigm. The advantage
of using the transfer learning algorithms is that the amount of
data obtained from the target subject for training the network
is significantly reduced. Also, in EEG analysis, since the
classifiers are highly sensitive to the variations between
subjects, the role, and importance of transfer learning is
bolded with the presentation of generalizable within-subject
algorithms.

For each subject in the Single, Dual, and Triple RSVP
protocols, we have 11700, 6525, and 4725 samples,
respectively. If we want to use the usual data of a subject
related to a specific protocol for training and testing a
network, we should devote roughly 80% of the data used as a
train and 20% as a test. However, in order to implement the
transfer learning approach, in this case, only 20% of the target
subject data is used as training data, and the rest of 80% is
used as test data. Therefore, the amount of training data
required is reduced by about 75%. We used CNNs with fine-
tuning technique. Therefore network training takes place in
two stages. In the first step, the training data of other subjects
are used, and because of the large amount of training data
needed to train deep learning networks, the training process
goes well. The above explanation illustrates the main reasons
for transfer learning implementation using the fine-tuning
technique.

In the scenario of cross-subject transfer learning, the mean
accuracy of character recognition for CNN in three single, dual,
and triple RSVP modes has increased 11.76%, 13.95%, and
13.51%, respectively in comparison to LDA classifier (compare
the results of Table 3 and Table 4). The results show that in
this scenario we have been able to minimize the training data
needed for training the network, while the accuracy of
character recognition in single subject mode reported in [44],
did not decrease a lot.

Conclusion
In the cross-paradigm transfer learning scenario, which is

the innovation of this paper, the goal is to use the dataset for
various but related protocols corresponding to the target
protocol for training network. Since the dataset of the three
different protocols are available, two types of network training
are performed using auxiliary data: 1) only data from one
protocol for training the second protocol’s network, 2) using
two protocol’s data for training the third protocols’ network. In
the case of two-protocol data, the average accuracy character
recognition of CNN has increased by 6.45% and 10.66%
respectively  in comparison to LDA for single and dual RSVP
(Table 5 and Table 6). Comparing the results of the networks
that are trained with the data of a protocol against the
networks that uses the data of both protocols, the results were
interesting. The single protocol is well-trained with Dual
protocol data, but the nature of data in the triple and single
protocol shows a massive difference, which makes the average
of the accuracy of the character's recognition decreased to
74%. Also, the Dual protocol is not well-trained through the
Single protocol, while using triple-protocol data as training
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lead to an average accuracy of 96% in character spelling.
Eventually, considering the triple protocol as test data, Dual
protocol has played the role of Train data well for it, but for the
single protocol average character recognition accuracy
decreases to about 52% and confirms the difference in the
nature of the two protocols. According to results mentioned in
Table 5 and Table 7, it can be said that combination of two
paradigms leads to a better result than using the only one
paradigm data for character detection of the third paradigm.
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